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1 SEISHEA
1.1 SEIEAAE

RAGE R b ST ENEB:

1. 2 F SDN R #AUiR 4 2 openflow Vr3UH &
2. JEPAM %3641 52 3R
3. DDoS M % 3 &9 SDN £ 1

AR T BRI SR — SRR SCRANTY, HAE RSN FES T A N IR IR SR 5

12+¥EX
. # % Openbox-S4 89 & Ko fk
2. # & OpenFlow WX 89 3 K ¥ &A% X
3. # & OpenFlow WX 89 3 AT & AL 32 iAAR

2 #m5 SDN 3RS IR OpenFlow tHiSGEHE

AR TE main_user_openflow.c XAFHSEEL T OpenFlow WM FRIZ AR, RS IEIS 21
PRIEE PEAN [RIZE AU OpenFlow 1M &, E145 Hello 74 8., Features Request {4 /2., Flow Stats Request
HEEE, /I\lgliﬁlglg*ﬁﬁ‘?ﬁ%%ﬂiﬁ*ﬁﬁﬁq@’E?ﬁ%, FHiEid send _openflow_message PR PREL
RIEGETERIER. DLTRIE— 704 5 R SEIR A

2.1 ARIIEFRYR S BYBHIY

AIRSLER SN T OpenFlow ’rﬂﬁ)‘(EPEI’J KEBTTH BRI RE, a0 i 5 Tﬁ)&i?ﬁﬂﬂ%‘lﬁ
EIRFFRSC, I OS2 AN BRI, DU N2 S dn T AT 2,

2.1.1 EIMAT Y

« OFPT_FEATURES_REQUEST: fl TR B M XL HF R AKZ . B K KD F4FHE L,
xF 2 69 &k 2235 # A handle_opfmsg_features_request o

« OFPT_GET_CONFIG_REQUEST: A T %4 K &AL Be £ 15 &, 4= Miss Send Length % o %t
& 649 48 32 % $2 A handle_ofpmsg_get_config_request

« OFPT_MULTIPART REQUEST: Al T4 % #r %143 &iF K, QBB EE & RE
28, mu itz &%, FRRERHH04E:
» handle_ofpmsg_desc
» handle_ofpmsg_table
» handle_ofpmsg_port_stats
» handle_ofpmsg_group_features
» handle_ofpmsg_port_desc

« OFPT_PACKET OUT: Al TAMEiz4E A ZHKEQ, HRFEANEHRTHIFOAE L
B0 RiFEH K. eI LN handle_ofpmsg_packet_out o

« OFPT_ROLE_REQUEST: Al TR EX#MAGA & G4 R, KIEH R F), s pags
3258 # 4 handle__opfmsg_role_request o
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2.2 HHXRIREH

1E main_user_openflow.c 1, & X TS X EIREHM2RLE, H T Open-
Flow VMY I B, FERIEIELE TS ofp_header . ofp_switch_features . ofp_flow_stats
1 ofp_port_stats 3, IXEEEHELEF H TALEE OpenFlow PRIV ETHERA, Nz Hetlfs
PR, MRGIHEK, ORI 1ERE,

ofp_header F5HAH TR OpenFlow HESL, SRR, HERE, HEKEMHE
% ID FFER, ofp_switch_features Zifg{AH T RRHMNIARHEE R, WEIERKRE ID, %
MIXEE, MRES, ofp_flow_stats ZMAH TR RARAIHME R, WMEIKE, Lk
%K. BHREIHEER, ofp_port_stats A TR RIRARIER, W15, HEHEEE.
RIREIE G

2.3 JHE kg

£ OpenFlow M H, HMEBHE —MNHESL, FAFRIRBEERNRA, K8, KEME
%% 1D, RAGHSEIL T build_opfmsg_header BRI%N, FT#3%: OpenFlow JHE Sk, X EREFRIGH
BEKE., HEXRUMES IDIENSE, HERBEE NS N T, @it IxEE, R
CRIH S RENS B Ffh AT AL 2L,

2.4 H BRI R

KISHSEI T 2 OpenFlow {HEAEHEREL, B ERIEON N —Ff OpenFlow HERA, DA
TR R TEH 737,
2.4.1 LIE Hello ;B2

handle_opfmsg_hello PRIECH TR PRI IR & 1X 1 Hello {H/2. Hello {H /&2 & OpenFlow 1/}
WHRERITE R, TR HIEs AL 2 BRI IR ARG B R E ek & H R Sk
version FE, FIWHBIRARZEN 1.3, WERARADLEL, NFTENRZILEIRT Hello THE.; AN,
AR —MERHEIF R R G HIER. BREORIE] HANDLE FRRTHE AL HE,

static enum ofperr handle_opfmsg_hello(struct ofp_buffer *ofpbuf) {

if (ofpbuf—header.version = 0x04) {
printf("RECV HELLO!\n\n\n");
} else {

struct ofp_buffer xofpbuf_reply = (struct ofp_buffer
*)build_reply_ofpbuf(OFPT_ERROR, ofpbuf—header.xid, sizeof(struct
ofp_header));

send_openflow_message (ofpbuf_reply, sizeof(struct ofp_header));

}
return HANDLE;

2.4.2 SbIE Features Request ;H S

handle_opfmsg_features_request Eﬁiﬁﬂqa:&tﬁﬁﬁﬁﬁuggziifﬁqﬁFeannesIlequestﬂﬁﬁio %
HEHTEWZEYAR G R, WSRRREE. RPN, REZER— Features
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Reply {HE, HEFARBIMREGER, WHIERZ ID. ZBMWXEHE, RRNESE, @i
send_openflow_message PRI [E1E 1H B IX4 ey, FHIRIO] HANDLE F/RiHE EALHE,

static enum ofperr handle_opfmsg_features_request(struct ofp_buffer *ofpbuf)
{

int feature_reply_len = sizeof(struct ofp_switch_features) +
sizeof(struct ofp_header);

struct ofp_buffer xofpbuf_reply = (struct ofp_buffer
*)build_opfmsg_reply_ofpbuf (OFPT_FEATURES_REPLY, ofpbuf—header.xid,
feature_reply_len);

struct ofp_switch_features *feature_reply_msg = (struct
ofp_switch_features *)ofpbuf_reply—data;

feature_reply_msg—datapath_id = 0x0100000000000000;
feature_reply_msg—n_buffers = htonl(46);
feature_reply_msg—n_tables = 3;
feature_reply_msg—capabilities = 0x7;

send_openflow_message (ofpbuf_reply, feature_reply_len);
return HANDLE;

2.4.3 IF Get Config Request ;HE

handle_ofpmsg_get_config_request PRIEH TALBEIE 3% & 1% HY Get Config Request {H
o WEEH T EIRIZ AL EF R, 20 Miss Send Length &, BRI — 1 Get Config Reply
HE, HIEFEAHFN AL ES B, 181 send_openflow_message BREUE NI E IH B L IXA TS,
FEIR[E] HANDLE FRoniH B EALEE,

static enum ofperr handle_ofpmsg_get_config_request(struct ofp_buffer
xofpbuf) {

int reply_len = sizeof(struct ofp_switch_config) + sizeof(struct
ofp_header);

struct ofp_buffer xofpbuf_reply = (struct ofp_buffer
*)build_reply_ofpbuf(OFPT_GET_CONFIG_REPLY, ofpbuf—header.xid, reply_len);

struct ofp_switch_config *switch_config_reply = (struct
ofp_switch_config *)ofpbuf_reply—data;

switch_config_reply—flags = htons(0x0000);
switch_config_reply—miss_send_len = htons(32);

send_openflow_message (ofpbuf_reply, reply_len);
return HANDLE;

2.4.4 I8 Description Request ;HE

handle_ofpmsg_desc PRIENH TALEEFZ I 28 & 1ZHY Description Request 1HE. ZHEH T&
WAZHHRREIAE R, HNER . BMRAE, AR — Multipart Reply {HE, FIHFEZR
LIRS B, 18I send_openflow_message BRIECKE [FIE IH B R 1AL 188, FEIR[E] HANDLE
FOREE A,
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static enum ofperr handle_ofpmsg_desc(struct ofp_buffer *ofpbuf) {

int reply_len = sizeof(struct ofp_header) + sizeof(struct ofp_multipart)
+ sizeof(struct ofp_desc_stats);

struct ofp_buffer xofpbuf_reply = (struct ofp_buffer
*)build_reply_ofpbuf (OFPT_MULTIPART_REPLY, ofpbuf—header.xid, reply_len);

struct ofp_multipart *ofpmp_reply = (struct ofp_multipart
*)ofpbuf_reply—data;

static const char *default_mfr_desc = "Wanglixuan";

static const char *default_hw_desc = "Lixuan_0OpenBox";

static const char *default_sw_desc = "Lixuan_Driver";

static const char *default_serial_desc = "Lixuan OpenBox Series";
static const char *default_dp_desc = "None";

ofpmp_reply—type = htons(0FPMP_DESC);
ofpmp_reply—flags = htonl(OFPMP_REPLY_MORE_NO);
snprintf(ofpmp_reply—ofpmp_desc[0].mfr_desc, sizeof ofpmp_reply-
>ofpmp_desc[0].mfr_desc, "%s", default_mfr_desc);
snprintf(ofpmp_reply—ofpmp_desc[0].hw_desc, sizeof ofpmp_reply-
>ofpmp_desc[0].hw_desc, "%s", default_hw_desc);
snprintf(ofpmp_reply—ofpmp_desc[0].sw_desc, sizeof ofpmp_reply-
>ofpmp_desc[0].sw_desc, "%s", default_sw_desc);
snprintf(ofpmp_reply—ofpmp_desc[0].serial_num, sizeof ofpmp_reply-
>ofpmp_desc[0].serial_num, "%s", default_serial_desc);
snprintf(ofpmp_reply—ofpmp_desc[0].dp_desc, sizeof ofpmp_reply-
>ofpmp_desc[0].dp_desc, "%s", default_dp_desc);

send_openflow_message (ofpbuf_reply, reply_len);
return HANDLE;

2.4.5 S8 Flow Stats Request ;HE

handle_ofpmsg_flow_stats PRIECH TR ERIZ i3S & %1 Flow Stats Request M8, ZIHE
HFERZYFIRRAR IS B BREE R — Multipart Reply {H &, HIXEHEIALA Flow
Stats, JEIL send_openflow_message Eﬁiﬁ%?[]Eiﬁ%%iﬁiﬁﬁ%%%?%ﬂ%ﬁ, F£iX[A] HANDLE FRTHEE
SOSZEN

static enum ofperr handle_ofpmsg_flow_stats(struct ofp_buffer xofpbuf) {
int reply_len = sizeof(struct ofp_header) + sizeof(struct
ofp_multipart);
struct ofp_buffer xreply_buffer = (struct ofp_buffer
*)build_reply_ofpbuf (OFPT_MULTIPART_REPLY, ofpbuf—header.xid, reply_len);
struct ofp_multipart *multipart_reply = (struct ofp_multipart
*)reply_buffer—data;

multipart_reply—type = htons(OFPMP_FLOW) ;
multipart_reply—flags = htonl(OFPMP_REPLY_MORE_NO);

send_openflow_message(reply_buffer, reply_len);
return HANDLE;
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2.4.6 SbIE Table Stats Request ;HE

handle_ofpmsg_table FRIECH FACEE R HI#S & 1£ M Table Stats Request {H /5. ZIHEHT&
WA HA IR RS HE B BREZE R —> Multipart Reply 148, FHEFER RS ISR, QIPTELT
B EEIEEE, @il send_openflow_message @iﬁ%lﬁlg‘?ﬁ%ﬁ%?ﬁ@ﬁﬂ%ﬁ, FIR [A] HANDLE
FHECOH,

static enum ofperr handle_ofpmsg_table(struct ofp_buffer xofpbuf) {

int reply_len = sizeof(struct ofp_header) + sizeof(struct ofp_multipart)
+ sizeof(struct ofp_table_stats) * 1;

struct ofp_buffer *xofpbuf_reply = (struct ofp_buffer
*)build_reply_ofpbuf(OFPT_MULTIPART_REPLY, ofpbuf—header.xid, reply_len);

struct ofp_multipart *ofpmp_reply = (struct ofp_multipart
*)ofpbuf_reply—data;

ofpmp_reply—type = htons(OFPMP_TABLE);
ofpmp_reply—flags = htonl(OFPMP_REPLY_MORE_NO);

ofpmp_reply—table_stats[0].matched_count = htonl1(2025);
ofpmp_reply—table_stats[0].table_id = 0;
ofpmp_reply—table_stats[0].lookup_count = htonll1(46);
ofpmp_reply—table_stats[0].active_count = htonl(1);

send_openflow_message (ofpbuf_reply, reply_len);
return HANDLE;

2.4.7 802 Port Stats Request ;HE

handle_ofpmsg_port_stats BREH T ALBRIZHIER & IE ) Port Stats Request {H /5. %IHE A
TEFZINLIG OGS B BREAE B — Multipart Reply {88, FHEFTIWMAORIMEE, W
R a], BEWEHREEEEE, 1@ send_openflow_message FREUKE RIS IH B IELA g, IF
IR [E] HANDLE FR~iH B EAb
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static enum ofperr handle_ofpmsg_port_stats(struct ofp_buffer xofpbuf) {

int reply_len = sizeof(struct ofp_header) + sizeof(struct ofp_multipart)
+ sizeof(struct ofp_port_stats) * nmps.cnt;

struct ofp_buffer xofpbuf_reply = (struct ofp_buffer
*)build_reply_ofpbuf (OFPT_MULTIPART_REPLY, ofpbuf—header.xid, reply_len);

struct ofp_multipart *ofpmp_reply = (struct ofp_multipart
*)ofpbuf_reply—data;

ofpmp_reply—>type = htons(OFPMP_PORT_STATS);
ofpmp_reply—flags = htonl(OFPMP_REPLY_MORE_NO);

for (int 1 = 0; 1 < nmps.cnt; i+) {
ofpmp_reply—ofpmp_port_stats[i] = nmps.ports[i].stats;
ofpmp_reply—ofpmp_port_stats[i].duration_sec = htonl1(2025);
ofpmp_reply—ofpmp_port_stats[i].duration_nsec = htonl(51);
}

send_openflow_message (ofpbuf_reply, reply_len);
return HANDLE;

2.4.8 28 Group Features Request jHE

handle_ofpmsg_group_features PRIEF TAbFEIE I3 & 121 Group Features Request {H /o
ZHEH TR EAARFEE R, REZERR — Multipart Reply 1HE, FFHEFTTHRE
MER, W KRHEEE, 18I send_openflow_message BERECE OIS IH B A XL T HIgs, FHRE]
HANDLE FRiH B AL HE,

static enum ofperr handle_ofpmsg_group_features(struct ofp_buffer *ofpbuf) {
int reply_len = sizeof(struct ofp_header) + sizeof(struct
ofp_group_features) + 8;
struct ofp_buffer xofpbuf_reply = (struct ofp_buffer
*)build_reply_ofpbuf (OFPT_MULTIPART_REPLY, ofpbuf—header.xid, reply_len);
struct ofp_group_features *group = (struct ofp_group_features
*)ofpbuf_reply—data;

group—types = htons(OFPMP_GROUP_FEATURES);
group—max_groups[0] = htonl(Bxdeadbeef);

send_openflow_message (ofpbuf_reply, reply_len);
return HANDLE;

2.4.9 IF Port Description Request ;&2

handle_ofpmsg_port_desc PRIECH T-AbBEFRH#8 & JZHY Port Description Request {H.E.. 1%{H
BT &R B O HIRME B BREUZE L — 1 Multipart Reply 148, FHE 7 O #IRE R,
Qi IR, 1T send_openflow_message BRIECKE RIS 1H B2 X412 HI%N, JFIUR[E] HANDLE
RH B EALH,

10
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static enum ofperr handle_ofpmsg_port_desc(struct ofp_buffer xofpbuf) {

int reply_len = sizeof(struct ofp_header) + sizeof(struct ofp_multipart)
+ sizeof(struct ofp_port) * nmps.cnt;

struct ofp_buffer xofpbuf_reply = (struct ofp_buffer
*)build_reply_ofpbuf (OFPT_MULTIPART_REPLY, ofpbuf—header.xid, reply_len);

struct ofp_multipart *ofpmp_reply = (struct ofp_multipart
*)ofpbuf_reply—data;

ofpmp_reply—type = htons(OFPMP_PORT_DESC);
ofpmp_reply—flags = htonl(OFPMP_REPLY_MORE_NO);

for (int i1 = 0; i < nmps.cnt; i+) {
ofpmp_reply—ofpmp_port_desc[i] = nmps.ports[i].state;
}

send_openflow_message (ofpbuf_reply, reply_len);
return HANDLE;

2.4.10 %I Packet Out SHE

handle_ofpmsg_packet_out PRIELFH TAbFH{EHIES & XA Packet Out {H B, ZIHEH T
RA VR EAR TG E im O R R, BREUENTIE B RISIEYIZR, A ERE RGN
OFPAT_OUTPUT , FHRIBENEFE RV TS nms_exec_action PSSR L IEHI 25, L
IR [A] HANDLE FR~iH B EAb

static enum ofperr handle_ofpmsg_packet_out(struct ofp_buffer xofpbuf) {

struct ofp_packet_out *out = (struct ofp_packet_out *)ofpbuf;

struct ofp_action_output xaction = (struct ofp_action_output *)&out-
>actions[0];

int action_len = ntohs(out—actions_len);

struct eth_header *eth = (struct eth_header *)&ofpbuf-
>data[sizeof(struct ofp_packet_out) - sizeof(struct ofp_header) +
action_len];

int send_len = ntohs(ofpbuf—header.length) - sizeof(struct
ofp_packet_out) - action_len;

if (action_len = 0) {
nms_exec_action(ntohl(out—in_port), OFPP_FLOOD, eth, send_len, -1);
} else {
while (action_len > 0) {
if (action—>type = OFPAT_OUTPUT) {
nms_exec_action(ntohl(out—in_port), ntohl(action—port),
eth, send_len, -1);
+
action_len -= sizeof(struct ofp_action_output);
action++;

}
return HANDLE;

11
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2.4.11 22 Role Request ;HE

handle_opfmsg_role_request PRI T Ab P I &2 1% 09 Role Request HE. HEHT
LB AR (2, WIEHIESS) . MSER 1 Role Reply 18, FHEFME
BLEMS R, JHId send_openflow_message PRIECKE A S M B A X AT #%, IFIRIE] HANDLE FRIRTH
S EAHE,

static enum ofperr handle_opfmsg_role_request(struct ofp_buffer *xofpbuf) {
int reply_len = sizeof(struct ofp_header) + sizeof(struct ofp_role);
struct ofp_buffer xofpbuf_reply = (struct ofp_buffer

*)build_reply_ofpbuf(OFPT_ROLE_REPLY, ofpbuf—header.xid, reply_len);
memcpy (ofpbuf_reply—data, ofpbuf—data, sizeof(struct ofp_role));
ofpbuf_reply—header.type = OFPT_ROLE_REPLY;

send_openflow_message (ofpbuf_reply, reply_len);
return HANDLE;

12
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2.5 SRigeEsR

TEFZ iS5 SN Z AR TANEL, 0 R SCHI A2 B AR, #2252 PU A OpenFlow
HELZHL, HHRBOFHCEHE, FRRERENMAIEIEHER, I IME o, LB EH
BRZZEER, GRHEL R, HEREFFRIEITHEH, X7y 2oRRIE )
PRETIC N6

SEHIRF IR R 2, X HRRE RN A
2.5.1 OFPT_ROLE_REPLY

OFPT_ROLE_REPLY KAIHE, HIHEH TEEHIA A QnFides. MG
%) NI Figure 1 EFTHIAF & EHY Role Request 1H 8.

[ X J openflow.pcap

XEHF)  RIEE) WEV)  BG) ERO S FHS)  RBEY)  B&EWw) TAM  HBEH)

ADA® R EERBE 2 < > > > B @ aulEm

N openflow_vd.type

No. | Time Source Destination Protocol  Length  Info
.073877 .0.0. .0.0. OpenF Low + OFPT_GET_CONFIG_REPLY

©.075979 .0.0.1  |OpenFlow © OFPT_MULTIPART_REQUEST, OFPMP_DESC
19(0.076367 127.0.0.1 | OpenFlow 1138 Type: OFPT_MULTIPART REPLY, OFPMP_DESC

20(0.083494 127.0.0.1  |OpenFlow 82 Type: OFPT_MULTIPART_REQUEST, OFPMP_TABLE_FEATURES
21(0.092656 127.0.0.1  |OpenFlow 94 Type: OFPT_ERROR

-095566 .0. .0.0.1 : OFPT_ROLE REPLY
24(0.098738 127.0.6.1 |127.0.0.1  |OpenFlow 122 Type: OFPT_FLOW_MOD
25|0.099695 127.0.0.1 [127.0.0.1  |OpenFlow 82 Type: OFPT_GROUP_MOD
26(0.100303 127.0.0.1 |127.0.0.1  |OpenFlow 82 Type: OFPT_GROUP_MOD
27|0.100878 127.0.0.1 [127.0.0.1  |OpenFlow 82 Type: OFPT_GROUP_MOD
28[0.101509 127.0.0.1 |127.0.0.1  |openFlow 82 Type: OFPT_GROUP_MOD
29|0.102122 127.0.0.1 |127.0.0.1  |OpenFlow 74 Type: OFPT_BARRIER_REQUEST
31(0.103126 127.0.0.1 |127.0.0.1  |openFlow 74 Type: OFPT_BARRIER_REPLY
32(0.103206 127.0.0.1 [127.0.0.1  |OpenFlow : OFPT_BARRIER_REQUEST

Urgent Pointer: 0 7
> Options: (12 bytes), No-Operation (NOP), No-Operation (NOP), Timestamps LD
> [Timestamps]
[SEQ/ACK analysis]
[Client Contiguous Streams: 1]
[Server Contiguous Streams: 1]
TCP payload (24 bytes)
[POU Size: 24]
- OpenFlow 1.3
Version: 1.3 (6x04)
Type: OFPT_ROLE_REQUEST (24)
Length:
Transaction ID: 1163
OFPCR_ROLE_MASTER (0x0000062)

100000000000

Type: Unsigned integer (8 bits) 34391 - Displayed: 340 (1.0%) BE: Default

Figure 1: OFPT ROLE_REQUEST ¥ &
W Figure 2 s, REAEBOFE ISR A H) Role Reply THE.

13
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[ N J openflow.pcap

XHF)  RIEGE) @BV BEKG) KO SA) iHS)  EBIE(Y)  REEW) TEM  #ENH)

ADAG P EKRE > > K M HEE @ Q HE

N openflow_v4.type

No. | Time Source Destination | Protocol  Length  Info
0.073877 0 .1 |OpenFlow : OFPT_GET_CONFIG_REPLY
18(0.075979 127.0.0 127.0.0.1  |OpenFlow © OFPT_MULTIPART_REQUEST, OFPMP_DESC
19(0.076367 127.0.0.1 |127.0.0.1  [OpenFlow : OFPT_MULTIPART REPLY, OFPMP_DESC
20(0.083494 127.0.0 127.0.6.1  |OpenFlow : OFPT_MULTIPART_REQUEST, OFPMP_TABLE_FEATURES
21(0.092656 127.0.0 127.0.0.1  |OpenFlow OFPT_ERROR
22(0.094942 127.0.0 127.6.6.1  |OpenFlow © OFPT_ROLE_REQUEST

098738 OFPT_FLOW_MOD

OpenF Low

25|0.099695 127.0.0.1 |127.0.0.1  |OpenFlow : OFPT_GROUP_MOD
26(0.100303 127.0.0.1 [127.0.0.1  |OpenFlow © OFPT_GROUP_MOD
27|0.100878 127.0.0.1 |127.0.0.1  |OpenFlow : OFPT_GROUP_MOD
28(0.101509 127.0.0.1 [127.0.0.1  |openFlow OFPT_GROUP_MOD
29|0.102122 127.0.0.1 |127.0.0.1  |OpenFlow OFPT_BARRIER_REQUEST
31(0.103126 127.0.0.1 [127.0.0.1  |openFlow OFPT_BARRIER_REPLY
32(0.103206 127.0.0.1 |127.0.0.1  |OpenFlow : OFPT_BARRIER REQUEST

Urgent Pointer: ©
>-Options: (12 bytes), No-Operation (NOP), No-Operation (NOP), Timestamps
[Timestamps]
[SEQ/ACK analysis]
[Client Contiguous Streams:
rver Contiguous Strea
TCP payload (24 bytes)
[PDU Size: 24]
v OpenFlow 1.3
Version: 1.3 (0x04)
Type: OFPT_ROLE REPLY (25)
Length: 24
Transaction ID: 1163
: OFPCR_ROLE_MASTER (0x00800002)
0000000
Generation ID: 8x000000 0000

® E  Type: Unsigned integer (8 bits)

Figure 2: OFPT_ROLE_REPLY 4 &
IX UL e B B2 RS T #2138 & 3% Role Request {H)E, FFIR[E T Role Reply {H /R

2.5.2 OFPT_MULTIPART_REPLY

OFPMP_DESC UIH R, IIHEH TEWZHA A ER, WEHIER. BEFRA, £
fRRRAS, A S IR (R 5

[ N} openflow.pcap

MHF)  RIBE)  MEV)  BHEG)  HER( HIFA)  HIHS)  EBIEY) Fdw) TEM #HEH)
AOAG® PEBEE 2 < > > K

N openflow_v4.type

Source Destination | Protocol  Length  Info
127.0.0.1 |127.0.0.1
127.0.0.1 [127.0.6.1 OpenF low i OFPT_MULTIPART_REQUEST, OFPMP_DESC

= .0.0. 5 OFPT_MULTIPART_REQUEST,
092656 .0.0. .0.0. OpenFlow Type: OFPT_ERROR

.094942 .0.0. .0.0. OpenF Low Type: OFPT_ROLE_REQUEST

. 095566 .0.0. .0.0. OpenFlow Type: OFPT_ROLE_REPLY
.098738 .0.0. .0.0. OpenFlow Type: OFPT_FLOW_MOD

. 099695 .0.0. . . OpenF low Typ OFPT_GROUP_MOD
.100303 .0.0. .0.0. OpenFlow Type: OFPT_GROUP_MOD
.100878 .0.0. .0.0. OpenFlow Type: OFPT_GROUP_MOD
.101509 .0.0. .0.0. OpenFlow Type: OFPT_GROUP_MOD
.102122 .0.0. .0.0. OpenFlow Type: OFPT_BARRIER_REQUEST
.103126 .0.0. .0.0. OpenF low Type: OFPT_BARRIER_REPLY
.103206 .0.0. .0.0. OpenFlow Type: OFPT_BARRIER_REQUEST

[Server Contiguous Streams

TCP payload (1072 bytes)

[PDU Size: 1072]

v OpenFlow 1.3

Version: 1.3 (0x04)

Type: OFPT_MULTIPART REP

Length: 107:

Transaction ID: 4294967292
: OFPMP_DESC (0)

0x0000

Chengj ingyu_Ne
orks

00

: 00000000
Manufacturer desc.: Chengjingyu_Networks

Hardware desc.: Jingyu OpenBox

Software desc.: Jingyu Driver

Serial no.: Jingyu OpenBox Series 0 0

patapath desc.: None 00 00 4 6 7 0 6 { Jingyu _OpenBox

00

® E  Type: Unsigned integer (8 bits) 4391 - Displayed: 340 (1 ELE: Default

Figure 3: OFPMP_DESC 74 £

AIEFEAPRHE RS THIER, R, B, PSRRI RMIAEER (it
AMER T B ERME R TARICS X7
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OFPMP_TABLE ZANH R, IHEH TERREINMRATHEE, BT, &K
T,

(] openflow.pcap
XHF)  RIBE) W BHE(G) RO SRR FiHS) EIEY) F&wW) IEM  #EH)

AO A ® BEE Q<> >k YEE aaanEDR
N openflow_v4.type

No. Time 0 Destination Protocol Length Info

5. i) OpenF Low + OFPT_PORT_STATUS
76(6.006272 B .1 [openFlow : OFPT_PORT_STATUS
78(6.438135 Al .1 |OpenFlow : OFPT_MULTIPART REQUEST, OFPMP_GROUP_FEATURES
79(6.438909 1 .1 |OpenFlow OFPT_MULTIPART_REQUEST, OFPMP_DESC

3 1 1 EST

6.440364 ©.0.1 .0.0.1  |OpenFlow + OFPT_MULTIPART_REQUEST, OFPMP_FLOW
82|6.440891 127.0.0.1 [127.0.0.1  |OpenFlow OFPT_MULTIPART_REPLY, OFPMP_GROUP_FEATURES
84(6.441158 127.6.6.1 |127.0.0.1  |OpenFlow OFPT_MULTIPART_REPLY, OFPMP_DESC
86|6.441397 127.0.0.1 [127.0.0.1  |OpenFlow OFPT_MULTIPART_REPLY, OFPMP_TABLE
88(6.441625 127.0.0.1 |127.0.0.1  |OpenFlow + OFPT_MULTIPART REPLY, OFPMP_FLOW
90|6.474701 127.0.0.1 [127.0.0.1  |OpenFlow : OFPT_MULTIPART_REQUEST, OFPMP_PORT_STATS
91[6.474969 127.0.0.1 |127.0.0.1  |OpenFlow © OFPT_MULTIPART REPLY, OFPMP_PORT_STATS
93|6.476105 127.0.0.1 |127.0.0.1  |OpenFlow : OFPT_FEATURES_REQUEST
94[6.476355 127.0.0.1 |127.0.0.1  |openFlow OFPT_FEATURES_REPLY
95|6.493755 127.0.0.1 |127.0.0.1  |OpenFlow : OFPT_MULTIPART_REQUEST, OFPMP_AGGREGATE

Urgent Pointer: 0 0 © 00 0
>-Options: (12 bytes), No-Operation (NOP), No-Operation (NOP), Timestamps

[Timestamps]

[SEQ/ACK analysis]

[Client Contiguous Streams

0 01 01
00 00

rver Contiguou
TCP payload (16 bytes)
[PDU Size: 16]
\ OpenFlow 1.3
Version: 1.3 (0x04)
Type: OFPT_MULTIPART_REQUEST (18)
Length: 16
Transaction ID: 1188
[Type: OFPMP_TABLE (3)
v Flags: 0x0000
OFPMPF_REQ_MORE: 0x0

® E  Type (openflow_v4.multipart_request.type), 2 byte(s) 4391 - Displayed: 340 (1.0%)

Figure 4: OFPMP_TABLE 74 &

AIDVERIERAEE RS TR T, BRI EEEER (MBSO T B EIRERIE).
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3 SERRLS

AR IE IS RS SDN A JRAD AL OpenFlow THSHE, IR AFEME T OpenFlow HMYX
HOEEATH EAS A ERAR . SRR a8 T MAHR U I B I BITR RS, Ui S5 2 FhE R
RAIHIAEIH, RINSEE T RHE 7 OpenFlow FMXAIAZ O PIRE, tdid s25, FAMNESE T OpenFlow
VXAV EEAR TAERBE, JERGR T anfafait fChe SEER S B Y AR S5 MR

ERR I RREF, FRE LB T Openbox-S4 LA TIEE, I %5 RSB T 4T
OpenFlow HH R B, S23afChgHh, FSZEE T BUHE Hello {H /S, Features Request {H /S, Flow
Stats Request H 25 7E N B ZMTH S AL B R 2L, 191 BRECERIRAE TH B 2RI A A M R BRI E TH S,
Fi@IL send_openflow_message BREUAR LTS HIRS, LI W, FBAE TIHER L Ed R,
WRIR VNN SR 5 I E R

86 H I E RUE TR IERRAEBEAS[RIZEAYR OpenFlow THR, FRAPRTH ERIAS AN AFT
BPPAIE, BT AR OpenFlow WHXMTEMZSH MR, BB PR 7 IXLEME, F k)
KT WX AR I RE,

LIRS RARI, BoRE RIAISRENS (ERRC BRI I8 20X/ OpenFlow THE, FIR[EIAHRL
FIEHE, EEMEH, HEIE THERNRZLERE, MRS RERM. SRR
IR 7 Xt OpenFlow MM HTERfR, WIRTT T RAVHFERE IR RILEHMX IIATRE ST

BHRYL, ARSERINE] T HUHE EBR, BRI T OpenFlow HRXEIRLIIRE, 1EITSE
%, WAMNESR T OpenFlow FFNATEA TAEFH, JEHGE T Ui s SLEL b I B B R
WrSmaRc, Ak, FRAT AL E3E—D Y feIhRE, WSCBmRMIRISSTIAIIER, LA
AP ISR SDN W48 ) RIE PRI AT e
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4 JEMISEIETTER

A/NHT R T RN LR TN SEER AN DDoS M8 XCti i) SDN SKAR S A, {HH T TH]
FIREIARR, B&ERE RS2 DDoS M4 SDN S8, DA M ExHZsSLin e e,

4.1 2IE[RIR

ARELIEE R — DN T SDN WML, FIFH OpenBox-S4 & /A3 OVS AL,
sFlow-RT i & M0 Floodlight fEHil#8, il DDoS B ihi H IRk, S256 A2 0 B
SDN #£fil#8% (Floodlight) BN NA IR, A RHMWT =8 I &,

ESLIH, ENLAERNKEE, i DDoS Wi TEMENL B (FIH) LZIEKEIEREIE
fl, 54l DDoS Wifi, sFlow-RT A TSEI Bt ek, il i &, Floodlight 21l
AHARYE sFlow-RT FURGIIZE R, NRRMNE OVS e, EFICAHFHImE, MMt
X DDoS X B,

SIS HOCHELE TIEIT SDN 3 Hila R IstilRE )1, SASVEEEMIZAER, Peidkne b FH T
Wik, XAHET SDN HIBEFLHIRENS A RN AT DDoS Witi, /X M4 B IRINTHAE, FF
TR R R 2z 2

S5 2% (SDN M28-DDOS Wi ZZHIHRETF M. pdf). FRNFIHER 7 0 FRELEE SR, it
%,

4.1.1 &€ DDoS I

LIEENL A REEAY%E T ESAIALE DDos Witi, MFHl B ZEKRRZIHEREIEE, 2.
Haf% sFlow-RT 5, MM EREML, Rl e,

}EID Flow Trend

W

bytes Filter

Figure 5: i ¢ DDoS KX &
ICRBGE AN RIFIMZIRE. 4 BEFMRT, KIKERH IR ICEAN,
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@ 19216850.168:8080/wm/co. X+

AFEE 192.168.50.168:8080/wm/core/switch/all/flow/json

able_id”
217, “oth._type

514
.mmunoo. "priority”: e et ='
‘tep_dst”: 516397}, 3
1%, "idle_ti :ut
dst”: 80"}

Joutput=2}}}, {

, "eth_dst” 72 00: P 92.1
“output=1"1}}, “0F_13", B table_id”:"0x0", +°3”, “byte_count”: 18! T oty
“1”, “eth_dst”:"00:0e 7 i "0 e )

“Instru
5", "hard_tineout_s’
4 T 7516417}, instruct
":*710", “duration é ut
& m 2. 111 . ”ipy4_dst”:"192. 51642 ”:"80 ("instruct
a [ “prio d_timeout ¢

(actions”:

("in_port”

% t, L n:
“in_port”:"1", = :36:62. s 70:06:27", "eth unJ'nurw 2 7192, 168.2. 1 4_dst”:"192. 168.2. m , “tcp_src
“actions”: rsion” “cookie 7252472070147, " tal +70x( , “byte_count”: “2899°, “dur r q44nnnwn
“in_port”:"2", “eth 6 B h “0x800" 7 4 “192.168. 2. 111
actions”:” "N, v 4 24888

1'num( ‘17, %e "y “: “6e:24:08

1 t_s:"5",
”:51645"), "instructior
g

01
0:24:08:70: e

o t_s
0x6”, 68.2. 119", "1 516467}, ~ns tru

595 F pac % ¥ \_sec”:"4", "dura 32000000°, pnrnwv"'\'.'nﬂy timeout,_
c:24:08:70 -n “eth 9; t”:”192. 1 AL
7252512733440, "table_id

("instruction e
“hard_timeout_

Figure 6: # & "R

4.1.2 B51E DDoS K ik
1.8 H Floodlight & Hllas N A& RN, FHMK & mE:

import httplib
import json

class StaticFlowPusher(object):
def __init__ (self, server):
self.server = server

def get(self, data)
ret = self.rest_call({}, 'GET')
return json.loads(ret[2])

def set(self, data)
ret = self.rest_call(data, 'POST')
return ret[0] = 200

def remove(self, objtype, data)
ret = self.rest_call(data, 'DELETE')
return ret[0] = 200

def rest_call(self, data, action)
path = '/wm/staticflowpusher/json'
headers = {
'Content-type': 'application/json',
"Accept': 'application/json'

18
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body = json.dumps(data)

conn = httplib.HTTPConnection(self.server, 8080)
conn.request(action, path, body, headers)

response = conn.getresponse()

ret = (response.status, response.reason, response.read())
print ret

conn.close()

return ret

pusher = StaticFlowPusher('127.0.0.1')

flowbe2 = {
'switch': "00:00:00:0a:35:00:5f:68",
"name": "flow-2",
"cookie": "GO",
"priority": "100",
"active": "true",
"eth_type": "0Ox800",
"in_port": "0",

"ipv4_src": "192.168.2.111",
"ipv4_dst": "192.168.2.119",
"actions": "drop"

}

pusher.set(flowbe2)

HepSRHR I E T NRIRRAN, RVCRCREHREEFT ("actions": "drop” )o 24EEIfM
2E, RURHREWNESR.

) Flow Trend

Flow Trend | Settings ~ Help

Flow Specification

ipsource, ipdestination, stack | [bytes Filter e v

ipsour jestination
250K | 1921682111 192.168.2.1 picp
W 192.168.2.119 192.168.2.111 ethip.tcp.

\éwsok
gw
Figure 7: 5 7% R &
3MERRI, KRR TECNTE R,
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v @ 19216850.168:8080/wm/co X +

C  AFze 192168501688

Figure 8: %% 1

4.2 SE LIS B L,

ARSI IS BB LT OpenBox-S4 5 #5 1 SDN WIZ8IREE, 1548l DDoS M fl bl f,
B SE, TR T sFlow-RT ECERMIEH 7715, 248 TET Floodlight #2251 DDoS Fif#l
JEEEATT 15, B HR, FRARIIAEL T DDoS Wi, WIER T ML B ARk, 2222 1 A Floodlight
il RARAFN, FHM R E IR, Widsels, FRIRAEME T SDN MZEH DDoS Bt
RAIBEIRRS, $&E T ML 2R IRFISEREE T,
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